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“Let us change our traditional attitude to the construction of programs: 
Instead of imagining that our main task is to instruct a computer what to 

do, let us concentrate rather on explaining to human beings what we 
want a computer to do.”

- Donald Knuth
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predictable compared to English

Or regardless of the type of 
programming language selected…
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What causes the difference?
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difficult => write more repetitive

• Community Convention
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Open and Closed Vocabularies
Open Category = Types of words to which new elements can be added freely.

• Java = variable names, types, method and class names (literals?)

• English = nouns, verbs, adjectives, etc…

Closed Category = Types of words to which new elements cannot be added.

• Java = operators, punctuation, etc.

• English = ‘stopwords’ (conjunctions, pronouns, articles, etc,), punctuation.



A simple experiment

Filter out the closed category words

Null Hypothesis:
If the differences between Code and English are due to

1. Code having many more closed category words…
2. And these words being more predictable…
Then we would find no difference in these reduced sequences.



Example Open/Closed 
Vocabulary texts

Java
… String lines data split response setContentType response 
setCharacterEncoding int batchCount String s lines s s trim …

English
… Now 175 staging centers volunteers coordinating get vote 
efforts said Obama Georgia spokeswoman Caroline Adelman …



Language Models
… headers . add ( name , new AsciiString ( tmp ) ) ; …

Context Predict

Ngram Ngram + Cache LSTM
Use past n tokens Interpolate 2 ngram models

• Global context 

• Local context

Use larger context 
more selectively

Entropy: Measure of Predictability. How many bits are 
necessary to represent the information?  How surprising is the next token to the model?



Zipf Plots
A commonly used plot for examining
vocabulary distribution.
● Order all tokens in decreasing order
● Compare this rank (x-axis)

against the tokens frequency.

Idea: Extend the notion of this plot
from single tokens to sequences of 
tokens => provides another way to 
measure language repetition.
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Corpora Used
Tokens Open Category 

(Ignoring Literals)
Open Category 
(With Literals)

English 15708917 8340284 (53.1%) —

Java 16797357 5959414 (35.5%) 6469474 (38.5%)

Haskell 19113708 8569986 (44.8%) 10803544 (56.5%)

Ruby 17187917 3837434 (22.3%) 8992955 (52.3%)

Clojure 12553943 3283260 (26.2%) 6286549 (50.1%)

C 14172588 3707085 (26.2%) 5846097 (41.2%)
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Results: Zipf Plots (Unigrams)



Results: Zipf Plots (Bigrams)



Results: Zipf Plots (Trigrams)



Frequent Trigram Examples

30



Results Discussion

• The differences in repetition observed between 
English and programming languages are not merely 
due to the presence closed category syntactic 
structural words.

• In fact, the difference between them almost always 
increases when looking at only the open category 
words.



Other Experiments

• Comparing Parse Trees

• The effect of ambiguous vs. unambiguous grammars

• Findings: the restrictive grammar explains some, but not all 
of the differences.

• Comparison to Technical and English Learner Texts

• Both display trends away from generic English and more 
like Code.


